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ABSTRACT

In order to further improve the real­time de­
tection of power generation, a wireless monito­
ring model of solar photovoltaic power genera­
tion based on Internet of things (IoT) technology is 
proposed. Firstly, the application of remote monito­
ring in power generation technology is introduced, 
and the monitoring model of solar power equipment 
is constructed by wireless network, and the corre­
sponding feedback mechanism is established by 
means of the (IoT) algorithm. Finally, the data pro­
cessing ability and analysis effect of the wireless 
monitoring model are tested and studied. The test 
results show that the monitoring model can record 
and optimize the solar power generation data in real 
time, which greatly reduces the failure rate in pow­
er generation. It is proved that the monitoring model 
used in this paper has good feedback effect.

Keywords: Internet of things (IoT) technolo­
gy, solar photovoltaic power generation, wireless 
monitoring

1. INTRODUCTION

The development of the national economy inevi­
tably requires the use of a large amount of photovol­
taic power generation, and the increasing use of pho­
tovoltaic power generation has driven the frequency 
of use of solar photovoltaic power generation equip­
ment [1]. It is known that power generation equip­
ment will have various faults in the process of use, 
but it can’t be monitored 24 hours a day. There­
fore, research on a remote control and wireless mo­

nitoring model for solar photovoltaic power gene­
ration equipment is getting louder and louder [2]. 
In response to this requirement, a remote control 
and wireless monitoring model of solar photovolta­
ic power generation equipment is established based 
on IoT technology through the combination of IoT 
technology. Real­time monitoring of solar photovol­
taic power generation equipment and real­time mo­
nitoring of faults is achieved by using a computer 
wireless monitoring model [3]. However, the estab­
lishment of this detection model requires a compre­
hensive understanding of the performance of com­
puters and photovoltaic power generation. This kind 
of interdisciplinary research is quite difficult. In this 
paper, the research on remote control and wireless 
monitoring model of solar photovoltaic power ge­
neration equipment is firstly an in­depth understand­
ing and research on the IoT technology, and the op­
timization process of the calculation process and 
calculation formula of the IoT technology is given 
to the following wireless monitoring model. The es­
tablishment provides a basis for calculations. Then 
certain analysis and research on the performance of 
solar photovoltaic power generation equipment are 
conducted, and then the IoT technology is combined 
to establish the final remote control and wireless mo­
nitoring model of solar photovoltaic power genera­
tion equipment based on IoT technology. Through 
the use of this wireless monitoring model, the use 
of solar photovoltaic power generation equipment 
has been greatly improved, and at the same time, the 
revenue of the enterprise has been increased to re­
duce expenses and maximize the benefits of solar 
photovoltaic power generation equipment.
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2. STATE OF THE ART

The use of power generation equipment was 
a product of the industrial revolution, dating back 
to the first industrial revolution in the UK in 1860 
[4]. In the past two hundred years, the problem of 
solar photovoltaic power generation equipment has 
always been the focus and difficulty of our research. 
Because the failure of photovoltaic power genera­
tion is not regularly found, there is always the pos­
sibility of failure [5]. The improvement of the use 
of equipment has always been developed in two as­
pects. The first is to improve the performance of the 
equipment, and the second is to improve the detec­
tion effect [6]. With the rapid development of com­
puter technology since the 1950s, we have gradu­
ally entered the information age, which facilitates 
the wireless monitoring of solar photovoltaic pow­
er generation equipment, and can remotely moni­
tor solar photovoltaic power generation equipment 
by using computer computing models. And wire­
less monitoring is used for research. In particular, 
the IoT technology that emerged in the 1990s has 
brought convenience to wireless monitoring of pho­
tovoltaic power generation [7]. This new type of 
computer algorithm has a strong ability in informa­
tion processing to classify and summarize informa­
tion [8]. Through the research of IoT technology, 
it is not difficult to realize remote monitoring and 
wireless monitoring of solar photovoltaic power ge­
neration equipment [9]. In addition, after several de­
cades of computational research and development 
of various forms of computing, the IoT technology 
gives us the use of great convenience has come, and 
the computational research in this paper is based 
on this [10].

3. METHODOLOGY

3.1. Research on the Computing Form of IoT 
Technology

In a strict sense, the IoT technology is a new 
form of computing that combines other computer al­
gorithms. The computational research in this paper 
uses a combination of neural network algorithms 
for computational analysis. The neural network al­
gorithm has a special property, that is, it can have 
multiple synapses for collecting information, and 
has multiple information export modes. In the wire­
less monitoring and remote monitoring of solar pho­

tovoltaic power generation equipment, it is needed 
to monitor and analyze multiple information of the 
equipment, which requires us to use computer algo­
rithms with information collection points, and the 
neural network algorithm just meets this require­
ment. And combined with the IoT technology, in­
depth learning and mining of the collected informa­
tion can be carried out. This combination also has 
an important advantage, that is, the algorithm can 
be called by the data recorded by the previous deep 
learning process when performing similar calcula­
tions, reducing the calculation time of the algorithm 
and greatly increasing the computational efficiency 
of the algorithm. From a variety of perspectives, it 
is found that using this kind of IoT technology com­
bined with neural network algorithm will bring us 
the best computing experience, and also provide 
a strong theoretical calculation basis for the estab­
lishment of later computational models.

The neuron node serves as the basic arithme­
tic unit of the neural network, and its unit model is 
shown in Fig. 1. 1 2, , nx x x⋅ ⋅ ⋅  is the input of neurons, 
simulating the output signals from other neurons, 

1 2w , ,j j njw w⋅ ⋅ ⋅  is the connection weight of the neu­
rons and other neurons, simulating the strength of 
signal transmission, θ  is the Min value of neurons, 
and the function f represents the activation func­
tion of the neuron, and O is the output value of the 
neuron.

Among them, for the activation function of the 
IoT technology, the Sigmoid function is used. The 
function formula is as follows:

( ) 1
1 uf u

e−=
+

. (1)
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u w x θ= +∑ . (2)

In addition, the neuron output value is:

i i
i

o f w x θ = +  ∑ . (3)

The neural network used in this paper has multi­
ple layers of hidden layers. This is because different 
goals are had in remote monitoring and fault detec­
tion of solar photovoltaic power generation equip­
ment. If only one hidden layer is used, not only 
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the efficiency of calculation, but also the efficien­
cy of calculation will be greatly reduced, the calcu­
lation accuracy cannot meet our use requirements. 
The special hidden layer calculation of special 
data is used in order to meet the calculation needs 
of this article. For example, an n­layer neural net­
work, the first layer is the input layer, the last layer 
is the output layer, and the middle layer is all hidden 
layer. In the forward propagation process of the net­
work, all the activation values of all the neurons of 
the layer 1 are calculated first, and then as the input 
to the next layer, calculate the activation value of all 
neurons in this layer, and so on, until the last layer.

The information transfer process of the IoT tech­
nology used in this paper is different from the trans­
mission of neural network algorithms. In additi­
on, certain deviations and noises sometimes appear 
in the process of information transmission. In order 
to increase the computational accuracy of this new 
type of computer algorithm, in the process of in­
formation transmission, the calculation form of the 
back propagation algorithm is combined. By using 
the reverse, the calculation of the propagation al­
gorithm reduces the error in the algorithm calcula­
tion information transfer to a minimum. Since the 
neural network used in this paper uses the sigmoid 
function as the activation function, the Sigmoid 
function has a good computational advantage, and 
its derivative can be expressed by its output value:

( ) ( ) ( )( )1
df o

f o f o
do

= − . (4)

In fact, when performing network training, the 
error function is usually calculated using the mean 
square error. For a multi­class problem with s cate­
gories and N training samples, the error function is 
defined as follows
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Where n
ky  represents the k-th note value and n

ko
represents the k-th output value.

The error for a single sample can be expressed 
as:
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According to the above method, the computa­
tional optimization research of the IoT technology is 
finally realized. Through the optimization research 
of the IoT technology, it provides a theoretical basis 
for the establishment of the following wireless mo­
nitoring model. Through our optimization analysis, 
the IoT technology can analyze different informa­
tion without affecting the efficiency and accuracy of 
the algorithm calculation.

3.2. Solar Photovoltaic Power Generation 
Wireless Monitoring Model Based on IoT 
Technology

In the above research, the calculation form and 
calculation steps of the IoT technology is optimized. 
The remote control and wireless monitoring model 
of solar photovoltaic power generation equipment is 
analyzed based on IoT technology. First, the coding 
form of the model is studied. Nowadays, the rapid 
development of computer technology has brought 
many coding forms. Different coding forms have 
different features and functions. The model coding 
of this paper adopts the sparse de­noising automatic 
encoder. The sparse auto­coder implemented by the 
unsupervised feature learning algorithm completes 
the initialization of the deep neural network, and 
then uses the sparse feature expression learned by 
the encoder to train the last layer of neural network 
classifier, and finally completes the training and fine 
tuning of the entire deep neural network. In fact, 
this sparse de­noising auto­encoder is also the en­
coder after optimization. The traditional sparse de­
noising auto­encoder cannot automatically reduce 
noise. In order to show the most realistic comput­
ing power of the computation model established 
in this paper, noise reduction processing is an indis­
pensable form. An encoder incorporating noise re­
duction processing can minimize the noise impact 

Fig.1. Artificial neuron unit model
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of the model calculation data. The calculation mo­
del established in this paper can make more accu­
rate judgments on fault handling, which is also de­
termined by the use function of this paper. When 
the solar photovoltaic power generation equipment 
fails, many faults are not independent. It is likely, 
some information different and fault would appear 
at the same time. These fault information are inter­
laced, which brings huge impact on the wireless 
monitoring and remote control of the model. Chal­
lenge, although this paper uses different hidden lay­
ers for computational analysis in the optimization of 
model calculation algorithms, there will be some 
data cross­impact. Since the sparse de­noising au­
to­encoder is an unsupervised feature learning me­
thod, the deep neural network constructed by it can 
mine the intrinsic characteristics of the data from 
a large number of unlabeled data during the train­
ing process, greatly expanding the number of train­
ing samples, and is very suitable. The realization of 
big data mining of induction motor equipment is of 
great significance for the condition monitoring and 
fault diagnosis of induction motors.

After the analysis of the advantages of using this 
form of coding, it is also needed to study the coding 
process. According to the calculation form of this 
paper, the coding steps are mainly divided into three 
major steps, which are analyzed one by one below.

The first step is to use the data XI for coding 
training studies. Before coding the model in this pa­
per, an automatic encoder model needs to be built 
in advance for encoding. Here, various parameters 
used in the encoding need to be set, the learning rate 
is represented by ε ; the sparse parameter is ρ ; the 
connection weight is W; and the offset is b. After 
setting these parameters, the various training num­
bers, iterations are analyzed, and the average acti­
vation amount jρ  is calculated. And the sparse cost 
function of this paper is established:
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This completes the preparatory work for the cod­
ing form. The next step is to construct a deep neu­
ral network corresponding to the hierarchy, and use 
the parameters such as the sparse de­noising encoder 
weight ring and the offset b obtained in the previous 

step to initialize the first layer parameters of the deep 
neural network; learning rate, batch training number 
and iteration number, dropout parameter, etc., train­
ing network, extracting features and classifying; cal­
culating the cost function and mean square error of 
deep neural network according to formula 7; per­
forming the same back­propagation algorithm pro­
cess as before (only the sparse item is set to zero). 
The network iteratively updates the weight once and 
fine­tunes the entire network. The model parameters 
of the remote control and wireless monitoring model 
of solar photovoltaic power generation equipment 
based on the IoT technology established in this pa­
per are shown in Table 1.

According to the coding form above and the 
optimization of the IoT technology, the calcula­
tion steps of the remote control and wireless moni­
toring model of the solar photovoltaic power gene­
ration equipment based on the IoT technology are as 
shown in Fig. 2.

4. RESULT ANALYSIS AND DISCUSSION

In order to verify the detection effect of the re­
mote control and wireless monitoring model of the 
solar photovoltaic power generation equipment 
based on the IoT technology established in this pa­
per, a set of tests are established to prove the practi­
cability of the test model established by testing the 
calculation effect of the model. The NI­PCI6259 
data acquisition system is used to collect the vi­
bration signals of the induction motor in six diffe­
rent operating states. The signal sampling frequen­
cy is 20 kHz. The vibration signal of the motor 
in the Y­axis direction at the SOHz speed is selec­
ted as the experimental processing signal. The types 

Fig.2. Steps for calculating the remote monitoring and fault 
detection model of machinery manufacturing equipment 

based on deep learning algorithm
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of faults included in the induction motor are shown 
in Table 2.

The wireless monitoring model for power ge­
neration based on sparse denoising auto­encoder 
proposed in this chapter, the input layer, the hid­
den layer and the output layer of the encoder are set 
to 2000, 600 and 2000 respectively, because the ef­
fect of one layer of encoder is mainly studied, and 
there are 6 kinds of motor running states to be clas­
sified, so the corresponding deep neural network 
structure is 2000–600–6. Through the test of this 
paper, it is hoped to analyze the denoising parame­
ters and dropout rate of the model to achieve the test 

purpose of this paper. The parameter settings used 
in the calculation are shown in Table 3.

Through the preparation of the above data, the 
wireless monitoring model established in this pa­
per can be tested. First of all, the calculation disper­
sion of the data in the calculation is analyzed. For 
the analysis of the dispersion, the calculated data is 
divided into five nodes for research, and the rela­
tionship between the data points of the model ana­
lysis and the actual curve is established, which is 
shown in Fig. 3.

As can be seen from the analysis of the model 
calculation dispersion in the above figure, the cal­

Table 1. Model Parameters of Remote Monitoring and Fault Detection Model of Mechanical 
Manufacturing Equipment Based on Deep Learning Algorithm

Tpe Patch size/stride Output size Depth

Convolution 7×7/2 112×112×64 1

Max pool 3×3/2 56×56×64 0

Convolution 3×3/1 56×56×192 2

Max pool 3×3/2 28×28×192 0

Max pool 3×3/2 14×14×480 1

Max pool 3×3/2 7×7×832 0

Avg pool 7×7/2 1×1×1024 0

Table 2. Types of Faults Involved in the Induction Motor in the Experiment

Species Description

HEA Normal motor Health status, no failure

SSTM Stator winding failure Short circuit of stator winding

UBM Rotor imbalance 3 washers on the rotor cause imbalance

RMAM Bearing failure Fault in the bearing inner ring of the shaft end

BRB Rotor broken bar Rotor 3 spoke breaks

BRM Spindle deflection Spindle centre bend 0.01”

Table 3. Parameter Settings Used in the Calculation

DSAE DNN

M 2000 The number of input layer 
nodes M 2000 The number of input layer 

nodes

Sz 600 Hidden layer nodes S 600 Hidden layer nodes

out 2000 Output layer node number out 6 Output layer node number

ρ 0.08 Sparse target Dropout 0.3 Dropout rate

β 0.4 Sparse weight ε 1 Learning rate
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culation of the model increases with the increase of 
the calculation items, and the dispersion of the mo­
del is the highest when the calculation term is bet­
ween 4500 and 5000, which can be analyzed from 
the distance between the calculated data point and 
the actual curve. However, in terms of overall dis­
persion, the data analysis capability of the wireless 
monitoring model established in this paper is strong, 
which indicates that the model has higher calcula­
tion accuracy for the wireless monitoring model of 
solar photovoltaic power generation equipment, and 
the calculation results meet the requirements of this 
paper. The relationship between the calculation re­
sult and the exact value is relatively close.

Next, the model test is based on the de­noising 
ratio of the model and the dropout rate of the model. 
In the overall model calculation, the calculation ra­
tio is used as the calculation variable in the test, and 
then the classification accuracy of the two ratios 
is tested and analyzed. The test results are shown 
in Fig. 4 below.

The experimental results directly prove the ex­
cellent performance of the wireless monitoring mo­
del established in this paper. Among the tests for 
dropout rate, in the range of 0~0.5, the classifica­
tion accuracy rate of the model is increasing before 
0.3, and it reaches 98 % correctly at 0.3, and the ini­
tial classification accuracy is 96 %. It can be seen 
that the dropout rate is well calculated in the de­
tection model established in this paper. The calcu­
lation of the model is not calculation for the single 
information, so the increase of the classification ac­
curacy rate is of great significance to the accuracy 
of the magic calculation. In addition, the calcula­
tion accuracy of the model for the de­noising ratio 
is also gradually increased from 0 to 0.5, reaching 

the apex at 0.4, and also achieving 98 % of the cal­
culation accuracy. The test from these two aspects 
proves that the remote control and wireless moni­
toring model of solar photovoltaic power genera­
tion equipment based on IoT technology is in full 
compliance with the calculation requirements of 
this paper, and the calculation accuracy has been 
above 96 %. And the calculation of multiple hid­
den layers also ensures the computational efficiency.

5. CONCLUSION

With the gradual deepening of the application of 
computer technology, the detection and monito­
ring of power plant equipment failures are gradu­
ally using computers for research. A remote control 
and wireless monitoring model of solar photovolta­
ic power generation equipment based on IoT tech­
nology is established by studying computer techno­
logy. Through the test research of the model in this 
paper, it is found that the wireless monitoring model 
has low dispersion of data calculation when calcu­
lating and analyzing the data, and basically the cal­
culated data is near the exact value. In addition, the 
de­noising ratio and the dropout rate of the model is 
also tested and analyzed. It is found that the classifi­
cation accuracy of the model and the calculation ac­
curacy of the model are all stable above 96 %. This 
kind of precision calculation can already meet the 
monitoring and wireless monitoring of solar pho­
tovoltaic power generation equipment at this stage. 
In addition, the model of this paper draws on the 
calculation of neural network algorithm, and uses 
a variety of hidden layers to classify and calculate 
the data. The calculation accuracy is improved and 

Fig.3. Dispersion analysis diagram of fault detection model
Fig.4. The model’s de­noising ratio and model’s 

dropout rate
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the calculation efficiency is also high. This parallel 
form of computational model has great advantag­
es for the calculation and analysis of multiple data. 
The research in this paper will further improve the 
application in the future progress of solar power ge­
neration technology.
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