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ABSTRACT

The optimization of classroom illumination sys-
tem based on neural network algorithm was studied 
in order to optimize the classroom illumination sys-
tem, which can effectively relieve the students ‘ 
visual fatigue and promote the learning efficiency. 
The neural network algorithm was used. First of all, 
on the basis of objective evaluation of classroom 
illumination system, the design algorithm of uni-
versity illumination based on neural network was 
designed creatively. Secondly, the lower-machine 
program of intelligent Illumination system in uni-
versity was designed, and the algorithm and model 
of the design at last were tested. Finally, the design 
algorithm and the model were tested. The results 
show that the design can play a good role in opti-
mizing the classroom illumination system.

Keywords: neural network algorithm, classroom 
lighting, optimization design

1. INTRODUCTION

In recent years, the economic strength of our 
country has been greatly improved and the degree 
of civilization of the society is increasing, which is 
inseparable from the development of education. Ed-
ucation has also reached an unprecedented level of 
attention in the whole society [1]. The size and num-
ber of education for education is also rising, espe-
cially for higher education, carrying the culture for 
the motherland and the task of scientific research 
gave birth to a man of tremendous promise, which 
has attracted the attention of the whole society. Col-

leges and universities are not only large and more 
personnel, but also the distribution of personnel is 
more scattered [2]. Because most of the universi-
ties in our country are still taking traditional ma-
nagement, the waste of energy is still common. It 
is understood that the water and electricity expend-
iture of most colleges and universities in China can 
reach about twenty percent of the annual total ex-
penditure of the school [3]. Especially for the con-
sumption of electric energy, the proportion of total 
energy consumption is increasing, and the light-
ing system can make up more than fifty percent of 
the total energy consumption. Colleges and uni-
versities are different from primary and secondary 
schools, and the time and time of teaching and rest 
are relatively irregular [4]. And there are plenty of 
rooms; basically every classroom can not guarantee 
the people all day long. All day long in the class-
room illumination in each period are different, so 
the lamp can not be timely closed waste of energy 
phenomenon, even “long light” phenomenon is still 
widespread there. Now most colleges and universi-
ties have adopted the way of multimedia teaching, 
using projectors to play slides instead of tradition-
al teaching. Then you need to pull the curtains open 
lamps. The majority of colleges and universities 
teaching building for the first wave morning stu-
dents turn on the lights, the class also no one thinks 
until the evening before the seal floor attendant uni-
form closed. Such a waste of energy not only brings 
a heavy burden to the running of colleges and uni-
versities, but also brings adverse effects to the de-
velopment of public welfare activities of “energy 
saving and emission reduction” in the whole socie-
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ty [5]. Therefore, how to effectively save energy has 
become a problem to be solved by the institutions of 
higher learning.

2. STATE OF THE ART

Intelligent lighting control system is an impor-
tant part of intelligent building. With the conti-
nuous development of intelligent building, lighting 
system is no longer just for bringing light and sim-
plicity to people, but is developing towards com-
fort and energy saving direction [6]. Especially for 
energy saving, for the important mission of intel-
ligent lighting control system, it also takes on the 
task of building a saving society and promoting 
the sustainable development of the country. The 
main form of power generation at the present stage 
of our country is still thermal power generation. 
Especially in the north, if the intelligent lighting 
control system can be developed vigorously, the 
consumption of electricity can be reduced and the 
consumption of coal is reduced. This is of the same 
significance for improving the air quality and re-
ducing the fog. In recent years, with the continuous 
development and mutual promotion of computer 
technology, automatic control technology, network 
communication technology and microelectronic 
technology, the development of intelligent light-
ing control system is also deepening [7]. Accord-
ing to the different environment, the users can make 
use of the intelligent lighting control system to set 
different requirements according to their own ac-
tual conditions. The environmental information is 
collected through the automatic acquisition system. 
The information is analyzed logically and inferred 
by the system, and the feedback processing signal 
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is formed so as to achieve the best lighting control 
effect [8].

3. METHODOLOGY

3.1. Neural Network Based Lighting Design 
Algorithm for Colleges and Universities

Neural networks, also called artificial neural 
networks or neural computing, can be seen as the 
abstraction and modelling of a human brain or a bi-
ological neural network. In order to adapt to the en-
vironment and learning environment in the way of 
simulating biological interaction, it is an important 
part of artificial intelligence science and can solve 
all kinds of complex problems that human beings 
can’t solve. The three main parts of the neural net-
work are neuron, network topology and training al-
gorithm. A neural network can be seen as a paral-
lel processing system composed of many neurons or 
nodes connected by each other. The structure and 
function of single neuron seem simple, but the sto
rage system formed by multiple neurons is distrib-
uted. Because of such characteristics, neural net-
work has strong self-learning ability and high fault 
tolerance rate. The structure of the neuron is shown 
in Fig. 1.

Among them, —1 nx x  represent the input sig-
nal of the neuron. ijw - represents the weight of the 
connection between the neuron j and the neuron i, θ 
stands for the threshold value also called bias. The 
expression of the relationship between the input and 
output of the neuron i is

( )
1

n

i ij j i i
j

net w x y f netθ
=

= − =∑ .	 (1)

The output of the neuron i  is 1y . net is called 
net activation. The function f is called an activa-
tion function. If the threshold value as the weight of 
a 0iw  input to 0x  neurons in I, while type 1 can be 
simplified as

( )
1

n

i ij j i i
j

net w x y f net
=

= =∑ . 	 (2)

If X is defined as an input vector, W is defined as 
a weight vector, then:

[ ]0 1 2, , ,..., nX x x x x= , 	 (3)
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The output of the neuron can be transformed 
into the product of the vector.

( ) ( )
;i

i i

net X
y f net f X

ω
ω

=

= = . 	 (5)

If the net value of neurons is positive, it can 
be defined that neurons are in active state or ex-
cited state. If neuron net is negative, neurons can 
be defined as inhibitory state. Such as “threshold 
weighted and” neuron model is embodied in the 
form called M-P model (McCulloch-Pitts Model), 
also called the processing unit in a neural network 
(PE, Processing Element).

Network topology is divided into two types of 
feedforward and feedback networks in neural net-
works, including the structure of the network and 
the connection mode between neurons. Feedfor-
ward networks, when there is no feedback in the 
middle, each neuron outputs the input of the pre-
vious layer to the next layer. The feedback net-
work refers to the existence of feedback loops bet-
ween neurons. Training algorithm (also known as 
learning algorithm) refers to the way of adjusting 
weights in training process, which determines the 
initial weights of each connection neuron and can 
meet the performance of the network. The train-
ing algorithms can be roughly divided into two 
kinds of learning methods: supervised and un-
supervised. Supervised learning can provide in-
put mode and output mode to the network at the 
same time of training. And adjust weights through 
continuous input of different training modes so as 
to make output mode get closer to the expected 
mode. Unsupervised learning is to adjust its own 
parameters completely according to the input va-
lue, and the output value can accurately reflect the 
purpose of the characteristics of the input train-
ing sample.

3.2. Intelligent Lighting Program Design for 
Colleges and Universities Based on BP Neural 
Network Algorithm

The working process of the system determines 
the working state and the purpose of the system. De-
signing a correct and reasonable system workflow is 
also very important for the normal and stable opera-
tion of the system. The work flow chart can clearly 
reflect the design idea and the purpose that the de-
signer wants to achieve for the whole system ope-
ration. The working mode and process of the sys-
tem software are also determined according to the 
sequence of the system flow chart. This design 
has carried on the detailed exploration and selec-
tion to the system hardware equipment. Can we ma-
ximize the functions of this hardware, ensure the 
smooth operation of the hardware, and achieve the 
intelligent control requirements for the lighting sys-
tem. The design of the work flow chart should be as 
accurate and reasonable as possible.

According to the related concepts of the modu-
le, the monitoring programs of the system general-
ly include the two types of the command proces-
sing subroutine and the monitoring master program. 
The monitoring master can invoke a subroutine at 
any time. In general, when the system runs, multi-
ple subroutines within the system can be called by 
the same main program at the same time. Howev-
er, due to the low cost requirement of the design, 
the AT89S52 microcontroller may run in the run-
ning process, and the main program continuously 
calls the subroutine or even the dead cycle. In order 
to prevent the emergence of infinite circulation, we 
can match the main program of the slave machine 
into a large circular process according to a logical 
relationship. The functions of the lower machine 
in the process can be realized by calling various 
subroutines. In the process of designing the low-
er machine process, we should focus on the sim-
ple main program. The related functional modules 
in the system should be regarded as the subroutine 
under the main program. The function of the sys-
tem is realized by calling the subroutine according 
to the design requirements. Therefore, it will be-
come clearer and clearer to design the next machine 
software with this way of thinking. Even if there are 
any problems encountered during debugging, the 
causes can be found out and solved at the first time. 
The main program of the lower computer includes 
the initialization system, the related subroutine, the 



Light & Engineering 	 Vol. 26, No. 2

48

input and output pin, the instant switch and so on. 
Besides the initialization and pin definition of the 
system, other subroutines of the system are execu-
ted repeatedly according to the workflow of the sys-
tem, and each sub program will not interfere with 
each other. As a single chip computer program runs, 
it can be seen as a process to execute commands 
in a certain order. It is inevitable that there are some 
delays when running, but in fact, the speed of en-
vironment change and personnel flow in the class-
room is relatively slow, and the delay of single-chip 
microcomputer can be ignored, which can meet the 
normal operation of the system. The flowchart of 
the main program of the lower machine is shown 
in Fig. 2.

The basic learning algorithm of the BP neural 
network is called the gradient maximum descent 
method. It is defined as the adjustment of weights 
to minimize the total error of the network, which is 
the gradient search technique. With expectation, the 
mean square error of the actual output value and the 
expected output value of the network is the small-
est. Its network learning process can be regarded as 
a process of error correction and transmission coef-
ficient correction. In the structure of BP neural net-
work, the three layer network structure is composed 
of the input layer, the hidden layer and the output 
layer. There is no direct relationship between the 
hidden layer (middle layer) and the outside world, 
but the neuron state of the hidden layer can affect 

and change the input and output. The algorithm 
idea is the weight of network ( ,ij liTω  ) and thresh-
old (θ ) revised, so that the error along the negative 
gradient direction is of continuous decline, finally 
we obtain the satisfactory results. The learning for-
mula of the BP neural network is as follows: among 
them, ijω  is the network weight value between the 
input node and the hidden layer node. liT  is the net-
work weight value between the hidden node and the 
output node. 1t  is the expected value of the input 
node. The output node is lO . We input in the input 
node jx , the output of the middle node:

( )i ij j iy f xω θ= −∑ . 	 (6)

Output node:

l ij l
i

O f T θ = −  ∑ . 	 (7)

Among them, the connection weight value is .ijω  
The node domain value is lθ . For the output layer, 
the output node expects to output 1t , and the error 
formula is as follows:

( )( )1 1 1 1 11t o o oδ = − − . 	 (8)

Error control:
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Weight correction:

( ) ( ) 11li li iT k T k yηδ+ = + , 	 (11)

where k is the number of iterations. The threshold 
value correction:

( ) ( ) 11l i ik k yθ θ ηδ+ = + . 	 (12)

Among them, p is a sample number, E is a sam-
ple error, and n is the number of output nodes. For 
the correction formula of the middle layer (the input 
node to the intermediate node), the error formula:

( )1i i i l li
i

y y Tδ δ= − ∑  	 (13)

Weight correction formula:

Fig.2. System work flow chart
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( ) ( )1ij ij i jk k xω ω ηδ+ = + . 	 (14)

The threshold value correction:

( ) ( )1i i ik kθ θ ηδ+ = + . 	 (15)

4. RESULT ANALYSIS AND DISCUSSION

4.1. Simulation Experiment of BP Neural 
Network

In order to satisfy the standard value of illu-
minance, the most energy-saving lamp installa-
tion scheme is designed, which can be simulated 
by BP neural network. Generally in different en-
vironment, the installation position and power of 

the lamps and lanterns will have a certain influ-
ence on the lighting effect. The model can be built 
through the BP neural network. The illuminance 
standard and the lamp power are defined as the in-
put quantity, the installation position of the lamp is 
defined as the output, and the training is carried out. 
The experiment selected a classroom of the teach-
ing building as the experimental object. The in-
put data of the BP algorithm is normalized. The 
input and output parameters of the network are de-
termined, and the selection and determination of 
the parameters are selected according to the ac-
tual situation. The distribution of lamps and lan-
terns in the classroom and the measured data are 
shown in Table 1, and the sample data are shown 
in Table 2.

Pe, Pf, and Pw are the characteristics of the lamp.

Table 1. Classroom Lighting Monitoring Data

Input quantity Output

Standard of illumination (h) Luminaire power (W) X axis coordinates (cm) Y axis coordinates (cm)

150

40 171 225

30 133 180

20 100 150

15 92 82

200

40 200 150

30 100 180

20 75 150

15 86 69

300

40 171 129

30 100 129

20 80 100

15 50 82

Table 2. The Sample Data (for Table 1)

Input sample Output sample

H 
(10m)

ϕ  
(1041m)

A 
(102m2) η K

cP fP wP avE   
(103 lx)

N (10) avE  
(103 lx)

0.36 0.3112 1.08 0.7 1.3 0.55 0.26 0.35 0.35 28 0.304

0.36 0.2865 1.08 0.7 1.3 0.36 0.33 0.36 0.39 35 0.350

0.36 0.2553 1.08 0.7 1.3 0.39 0.36 0.37 0.299 36 0.318

0.36 0.2006 1.08 0.7 1.3 0.12 0.41 0.61 0.15 28 0.196
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The data used in the test show that the input 
amount is lighting luminance (LC) and luminaire 
power (W). The output is the minimum distance 
between the horizontal and vertical lights installed 
in a given classroom (the unit is cm). The default 
size of the classroom is 12m * 9m. For different 
sizes of classrooms, data can be modified by test-
ing. The fluorescent lamp is used as the test lamp 
in the test. Because the 16W LED lamp in the de-
sign is basically the same with the 40W fluorescent 
lamp on the illumination, so the simulation results 
of 40W lamps in the test can be used as the basis for 
the installation location of lamps in the design. The 
total error of training obtained from many times is 
shown in Fig. 3 (a, b, c). The algorithm’s error is 

displayed graphically, and there are shown every 10 
iterations.

Then the test results are obtained. We can cal-
culate the result of the test. Meeting the illumina-
tion requirement, if we choose 40W lamps, we can 
install 5 lamps in the 12m * 9m classroom in the 
range of X 9m. We can install 6 lamps in the scope 
of Y axis, and we need to install 30 lamps in the 
whole classroom.

4.2. Logical Relationship

Generally speaking, the intelligent lighting 
control system can be divided into three working 
modes: class mode, self-study mode and manda-
tory mode. The logical relationship between dif-
ferent modes is also different. When using class 
mode, there are two kinds of people in the class-
room. There is a light intensity in the classroom. 
If the indoor light intensity is enough, no matter 
whether the indoor lights are on or off, they should 
be closed. If the intensity of the indoor light is insuf-
ficient, the lamps in the classroom should be open, 
and the lights in the unmanned classroom should 
be closed. When designing binary logic relation-
ship, it should be consistent with the output signal 
of the illuminance acquisition module. When the il-
lumination intensity is enough, it is set to “0”, and 
when the illumination intensity is insufficient, it is 
set to “1”. If indoor activity is set to “1”, no indoor 
activity is set to “0”, indoor lighting is set to “1”, 
and indoor lighting is set to “0”. According to the 
requirements of the design, the logical relationship 
is formed. When using the self-study mode, a cer-
tain priority can be set for the self-study room in or-
der to save energy. If the indoor illumination of the 
highest priority classroom is insufficient and the 
room is detected, the luminaire will be in the open 
state. Secondly, the first class classroom will start 
the intelligent control system only if the upper level 
lamps are turned on. The human body detection mo-
dule is used to decide whether someone is indoors 
or not, and then decides that lamps are still open for 
opening. In the design of a binary logic relation-
ship, if someone in a high priority room can be set 
to “1” room, no one is set to “0”. High priority in-
door lamps and lanterns are set to “1”, and the lumi-
naire is set to “0”. The next level of indoor lighting 
is set to “1”, and the lamp closes to “0”. According 
to the design requirements, a logical relationship is 
formed. When using coercive mode, the system will 
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Fig.3. The BP neural network algorithm
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force the selected classroom lamps to be opened or 
closed to deal with all kinds of special situations. 
This control mode is only for simple opening and 
closing, and there is no logical relationship. There 
will be no more introductions here. In conclusion, 
the test results show that the design of this paper 
can optimize the lighting system of classroom, and 
classroom lighting should be optimized from light-
ing level, glare sensation, luminance distribution, 
lighting and indoor layout.

5. CONCLUSION

This paper took energy conservation as the start-
ing point, takes such a large group of colleges and 
universities as the main research object, and took 
the electricity consumption in colleges and univer-
sities as the main research object. The classroom 
lighting system of teaching building, which is easy 
to cause waste, is the main research object. This pa-
per put forward an intelligent lighting control sys-
tem suitable for modern teaching buildings in col-
leges and universities. First of all, the algorithm 
and model used in this paper were described in de-
tail. Secondly, in the overall design of the system, 
author learned the current development of intelli-
gent control technology and the advantages, compo-
nents, and development of intelligent lighting sys-
tem by consulting related information. Based on the 
analysis of the existing intelligent lighting control 
system at home and abroad, and combined with 
the current situation of classroom lighting in colle-
ges and universities in China, a classroom lighting 
optimization system based on neural network was 
constructed. In order to improve the efficiency of 
energy saving, the original fluorescent lamp was re-
placed by LED lamp. Finally, this paper simulated 
the best fixtures of lamps and lanterns through neu-

ral network algorithm. In short, classroom lighting: 
the level of illumination, glare, brightness distribu-
tion should be formed by the layout optimization of 
lighting and interior.
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