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ABSTRACT

The article describes the capability of applica-
tion of RGB 1 images made by digital cameras for 
detection of Earth surface (vegetation) types. A set 
of measures necessary to be taken for processing 
of the images made by unmanned aerial vehicles 
(UAV) in real-time is described. Application of ana-
logue of vegetation index allows detecting vegeta-
tion on an RGB image, which increases the prob-
ability of correct detection of surface (vegetation) 
type. Methods of preliminary and thematic process-
ing of images required for positive detection of sur-
face types are considered. Texture analysis is ap-
plied for detection of vegetation type. The results of 
the processing of real images are provided.
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1. INTRODUCTION

Detection of types of Earth surface is an impor-
tant problem for research and practice. One of the 
variants of solving this problem is the application of 
multispectral and hyperspectral data of Earth re-
mote sensing [1, 2]. The data may be acquired us-
ing space and plane systems. The main developed 
methods include processing of surface images ac-
quired in open spectral channels located in differ-
ent regions of the spectrum. Preliminary knowledge 
of reflection spectra of Earth surface allows build-

1  Digital model of an image

ing methods of segmentation of Earth surface ar-
eas, therefore, to automatically categorise them. 
However, there is a specific aspect of such sur-
veys related to the significant effect of the follow-
ing confounders on measurements: measurement 
instrument, the illuminance of Earth surface, and 
atmosphere condition. All these factors cause im-
precision of spectral properties of surveyed objects 
(surface types), therefore, they make it less probable 
to distinguish one object from another.

Application of data of spectral measurements 
conducted by unmanned aerial vehicles (UAV) al-
lows increasing efficiency of detection and recog-
nition of an object. This type of measurements is 
used for solving practical problems of agriculture, 
geology, geophysics, and Ministry of Emergency 
Situations [3]. For these purposes, many methods 
based on analysis of data acquired in specially se-
lected combinations of spectral channels in differ-
ent spectrum regions were developed. Complex-
ity of processing of multispectral and hyperspectral 
[4] data is related to consideration of aspects of the 
process of measurement and the volume of acquired 
data. The acquired multidimensional image con-
tains spatial and spectral information, where every 
pixel contains the vector of the spectral behaviour 
of a surface area consisting of subareas of different 
types. Before processing such data, it is necessary 
to take the distinctions of solar radiation transport 
through the atmosphere in the territory occupied 
(displayed) by this pixel. Variability of the acquired 
spectra for a particular pixel is high and depends 
on season and atmosphere condition.
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Digital images acquired by UAV are seldom ap-
plied for detection and recognition. This article con-
siders the approach based on the combination of 
texture and colour analyses [5, 6] of acquired im-
ages for detection of vegetation on the images and 
recognition of its different types.

2. PROBLEM FORMULATION

A digital camera allows acquiring (measur-
ing) images, which are possible to be processed 
by means of computer vision methods [7]. Then 
the acquired information, which most often consti-
tutes an RGB image or multispectral data, is pro-
cessed by means of relevant algorithms. The infor-
mation on a 2D image is a fixed radiation reflected 
from objects of the 3D world. The quality of the 
image is determined by technical specifications of 
a measurement instrument (digital camera), the in-
tensity of reflected radiation (zenith angle of the 
Sun and solar azimuth), type, the distance of the 
reflecting object, and the background (scene) [8]. 
Methods of computer vision allow extracting a large 
amount of information (colour, dimensions, form, 
etc.) out of the images. In the area of processing of 
the results of measurements acquired by means of 
UAV, the methods of computer vision are related 

to extraction of information out of the acquired 
data and its analysis.

A digital RGB image may be considered as two 
two-dimensional matrices with each matrix posi-
tion corresponding to one pixel. For 8-bit images, 
the value of the magnitude measured in each pixel 
varies within the range of [0–255]. When designing 
processing methods, it is necessary to take into ac-
count that the image contains information, which is 
mainly determined by direct solar radiation and so-
lar radiation reflected from different surface types. 
In the course of operation with images acquired by 
means of optic meters, it is necessary to take their 
radiometric characteristics, survey parameters, and 
atmosphere condition into account. In Fig. 1, a sim-
plified scheme of information recording, which de-
pends on the time of the day by an optic meter in-
stalled on the board of a UAV at a particular altitude 
above the Earth surface, is shown.

As it is shown in the figure, the radiation in-
cident on the receiver is determined by reflected, 
scattered, and diffuse solar radiant fluxes. The so-
lar radiation is partially absorbed by gases or scat-
tered in the atmosphere, its part is absorbed and re-
flected by different types of surface. The measured 
data cannot be directly compared with reflection of 
particular surface types since there are many fac-
tors the radiation incident on the receiver depends 
on, such as receiver characteristics, settings of the 
digital camera, altitude and angle of surveying, sur-
vey conditions (solar azimuth and angle), atmos-
phere conditions (gas and aerosol composition of 
atmosphere), reflectivity of a surface. Therefore, be-
fore processing of the acquired images transforming 
contained data into surface reflectivity, it is neces-
sary to conduct geometric and radiometric calibra-
tion [9].

3. CALIBRATION OF THE IMAGES 
MEASURED BY UAV

Combined geometric and radiometric cali-
bration is especially necessary for comparison of 
data sets collected within several time periods. Nat-
urally, receivers of the same territory register dif-
ferent data determined by illumination and survey 
conditions in different time periods. One of the dif-
ferences regularly occurring in the course of re-
al-time measurements is the change of flight alti-
tude and angle of view, which depends on speed 
and direction of the wind. As digital cameras have 

Fig. 1. Solar radiation fluxes received by optical receiver 
on board an UAV: 1 – ​radiation reflected from the surveyed 
area; 2 – ​radiation scattered in the atmosphere; 3 – ​diffused 

radiation
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a wide angle of view, the same area of the surface 
will be measured at different angles, whereas dif-
ferences in time of the day when measurements 
are conducted and atmosphere conditions deter-
mined changes of illuminance (Fig. 2). It is espe-
cially necessary when a surface has a certain slope, 
which leads to changes of a measured magnitude, 
which depends on the angle of slope of the mea-
sured surface. Changes of UAV position depend-
ing on wind direction lead to changes of an image 
orientation in relation to the one acquired earlier 
(Fig. 2).

The radiometric correction allows correcting all 
measured values of radiation to the same conditions, 
i.e. to take the values of solar zenith and azimuth 
topography and illuminance (day of a year) val-
ues into account [9, 10]. Effect of the atmosphere is 
conditioned by aerosol scattering and absorption by 
gases. Usually, at a low latitude of UAV flight (100 
m and less), atmospheric correction is practically 
not required. However, in some cases when the opti-
cal thickness of aerosol or mist may reach sufficient 
values, an atmospheric correction may be used [11]. 
Since most natural objects have anisotropic reflec-
tion characteristics, topographic effect correction is 
required [12].

Solar illumination geometry and terrain correc-
tion of a measured image Im may be presented by 
an expression:
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where ( ),I i j  is the corrected image, ( ),i j  are in-
dexes of the current pixel of an image, Z is the 
zenith angle of the Sun, S is the surface angle of 
slope, Az is the solar azimuth, As is the azimuth 
of a surface related to Northern direction. The ter-
rain parameters (As and S) may be calculated using 
formulas given in [13, 14].

Geometric correction of acquired images condi-
tioned by the deviation of flight trajectory from the 
set one caused by the wind may be conducted using 
the methods described in [15, 16].

Another aspect requiring attention for each im-
age acquired in the course of the UAV flight above 
the surveyed territory is a colour correction. For 
this purpose, we propose to use the “grey world” 
method [17], when it is presumed that the sum of all 

colours of an image gives grey colour. By calculat-
ing the average values of chromaticity in each chan-
nel, it is possible to conduct the scaling of all sub-
sequent images as compared to the first one. This 
will lead to equalising of chromaticity of all mea-
sured images.

Average chromaticity for RGB channels may be 
calculated using the following formulas:
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where R, G and B are the values of chromatic-
ity for R, G and B channels respectively, N and M 
are the horizontal and vertical numbers of pixels 
respectively.

The value of grey colour may be calculated us-
ing the following formula:

1 2 + 3
3

+
=

w R w G w B
Grey ,	 (3)

where w1, w2, and w3 are empirical coefficients 
(e.g. w1 = 0.213, w2 = 0.715, w3 = 0.072 for chro-
maticity analysis, w1 = 0.299, w2 = 0.587, w3 = 
0.114 for illuminance analysis).

Then chromaticity transformation for each chan-
nel will be conducted using the following formulas:

Fig. 2. Effect of measurement conditions and surface slope 
angle on solar radiant fluxes received by optical receiver on 

board an UAV
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where Rn, Gn, and Bn are the new values in the R, 
G, and B channels of an image respectively.

3. VEGETATION INDEXES

After preparation of the measured images, dif-
ferent problems of thematic processing may be 
solved. At the first step of processing, it is nec-
essary to solve the problem of vegetation accen-
tuation against the background (soil, buildings, 
etc.). One of the methods is related to calcula-
tion of Colour Vegetation Index [18], which unites 
radiation of two or more spectral bands reflected 
from the surface, which are related to RGB spec-
tral coefficients of the digital camera and vege-
tation characteristics (Fig. 3). For calculation of 
vegetation characteristics from outer space, a pop-
ular one is NDVI (Normalised Difference Vegeta-
tion Index) [19] as it is calculated on the basis of 
green (500 nm) and near-infrared (800 nm) chan-
nels. Calculation of the difference between radia-
tions with two values of wavelength allows to ac-
centuate vegetation on a satellite photo. A typical 
digital camera installed on UAV is not equipped 

with a near infrared-channel, whereas the red chan-
nel includes the maximum of spectral reflectance of 
vegetation only partially (Fig. 3).

Nevertheless, the vegetation index NDVI may be 
calculated on the basis of the digital camera data:

−=
+

G RNDVI
G R

 .	 (5)

Visible Vegetation Index (VVI) is a criterion of 
vegetation quantity in accordance with the follow-
ing formula [20]:
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where R, G, B are the red, green, and blue channels 
of the image respectively; Ro, Go, Bo are the ref-
erence values of R, G, B channels for a particular 
colour scheme [21]; w is the weight index (the most 
frequently taken equal to 1).

In addition, such index as Excess Green Index 
(ExG) may be calculated:

2= − −ExG G R B .	 (7)

One of the popular vegetation indexes for the ac-
centuation of vegetation on an RGB image is CC in-
dex (canopy cover):

( ) ( ) ( )( )1= + × − × + +CC L G R G R L ,	 (8)

Fig. 3. Spectral 
response in RGB chan-
nels of Canon digital 
camera and spectral re-
flectance of vegetation
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where L is the soil factor equal to L = 0 for clean 
vegetation and L = 1 for clean soil (typically taken 
L = 0.5).

The indexes (5–8) allow accentuating areas oc-
cupied by vegetation on an image. Fig. 4 shows the 
result of accentuation of vegetation on an image ac-
quired by UAV at an altitude of 15 m using filters 
based on the formulas (7) and (8).

4. METHOD OF VEGETATION 
RECOGNITION USING TEXTURE 
ANALYSIS

After an image acquired by means of UAV was 
corrected and vegetation was accentuated on it 
(Fig. 4b), it is possible to use the texture analysis 
method to determine the type of vegetation. For 
recognition of the vegetation type, it is necessary 
to process an image with a known plant and to get 
a template (containing only a plant without any 
background). Then, after conducting comparative 
colour and texture analysis of a new image and the 
template, the type of vegetation may be determined. 
The accentuated plant has a particular form with its 
area and contour possible to be measured.

For solving this problem, it is necessary 
to present the image in the form of shades of grey 
using the following expression:

0.299 0.587 0.114= + +Ig B G R .	 (9)

For the grey image, texture attributes are found:
–  Root mean square:

( )( )2
,
⋅∑∑

In i j
P1=

N M
,	 (10)

where ( ) ( )
( )

,
,

,∑∑
Ig i j

In i j =
Ig i j

;

–  Correlation rate:
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–  Contrast (presents variations of chromaticity 
in different areas of the image):

( ) ( )2 ,−∑∑P3= i j Ig i j ;	 (12)

–  Discrepancy:

( ),−∑∑P4 = i j Ig i j ;	 (13)

–  Homogeny (relatively low values of this pa-
rameter witness low difference between data):
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,
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–  Entropy (value of irreversible energy 
dissipation):

( ) ( )( ), lg ,⋅∑∑P6 = Ig i j Ig i j ;	 (16)

–  Maximum (maximum value of pixel intensity 
( ),i j :

( )( ),P7 = max Ig i j ;	 (17)

Fig. 4. Accentuation of vegetation on an image made by UAV: a – ​original RGB image, b – ​two-colour vegetation mask
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–  Energy (characterises length and curvedness 
of contour):

( )2,∑∑P8 = Ig i j .	 (18)

Then, after calculating texture attributes for the 
template of the required object and randomly taken 

areas of the image using formulas (10)–(18), the 
area may be categorised as an object by means of 
comparison. Comparison is made by calculating 
an approximation of the values of texture attributes 
with consideration of an operator:

( ) ( )
( )
−∑ Ps i P i

C =
Ps i

,	 (19)

where Ps, P are the texture attributes for the tem-
plate and the area of the image.

5. RESULTS OF NUMERICAL 
EXPERIMENTS

As an example of the method proposed by us, 
the results of surveying of a field with cabbage and 
beet crops were taken. In Fig. 5, the template of 
cabbage image is shown, using it, all the described 
corrections were conducted and texture coefficients 
were calculated, the results are listed in Table 1.

Fig. 6 shows test images of the field areas with 
cabbage (6a) and beet (6b) crops.

Then the images were processed in order to di-
vide them into blocks containing separate homo-
geneous areas for which, using formulas (10)–
(18), texture attributes P1–P9 were calculated and 
compared with the template attributes using for-
mula (19). As a result, the average percentage of 
correct guessing for the image 6a with the crite-
rion C > 0.9 was equal to 88 %, and after com-
paring the template with image 6b, it was equal 
to 5 %. Part of the images with open soil was not 
recognised.

6. CONCLUSION

Technologies of monitoring by means of un-
manned aerial vehicles are gradually being intro-
duced into many spheres of research and practice. 
Technological problems of UAV development, rout-
ing, and measurements have already been trans-
ferred to ordinary routine mode. However, there is 
still a lack of processing software and especially 
software for analysis of the information acquired by 
means of UAV, and only some problems are solved. 
One of the problems, which is the most often solved 
by means of multispectral and hyperspectral equip-
ment, is the classification of surface types. Such 
type of measurements allows solving problems of 
classification with high precision but is rather ex-
pensive and demanding in terms of measurement 

Fig. 5. Cabbage image template

Fig. 6. Test images of field areas with: a – ​cabbage,  
b – ​beet crops
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conditions. A simpler method proposed in this arti-
cle is based on the application of a simple RGB dig-
ital camera. As atmospheric conditions of acquiring 
digital images constantly change, for equalisation of 
conditions of all images, geometric and radiomet-
ric correction is used. For recognition of surface 
types (several types of vegetation are considered 
in the article), we use textural analysis. The results 
given in the work confirm high precision of recog-
nition of vegetation types on the basis of RGB im-
ages acquired by means of UAV. It should be noted 
that the texture analysis algorithm applied in this 
work is a rather simple one, and if it is used in more 
complex modifications, it should allow more preci-
sion type recognition for acquiring essential values 
of surface (vegetation in particular).
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