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ABSTRACT

A new approach to the formulation of an illumi-
nation quality criterion based on an analysis of spa-
tial-angular luminance distribution and of the pro-
perties of human sight is considered in this article. 
As part of the research, an experimental installa-
tion was developed to determine comfort and dis-
comfort areas, which are inseparable from an as-
sessment of illumination quality. A method for 
computer simulation of spatial-angular luminance 
distribution, based on local evaluations Monte-Car-
lo method is shown, which in future can facilitate 
moving from a preset illuminance distribution simu-
lation to a preset quality simulation.

Keywords: local evaluations of Monte-Carlo 
method, spatial-angular luminance distribution, dis-
comfort, illumination quality criterion

1. INTRODUCTION

The development of computer facilities and 
mathematical simulation methods has performed 
a real revolution in design of illumination installa-
tions (II). At the end turn of the twenty-fi rst centu-
ry, exhausting engineering calculations gave way 
to II computer simulation. These made it possible 
not only to design according to preset normalised 
quantitative data, but also to see a “photorealistic” 
picture of an installation, which was not yet in ex-
istence. On the whole, II design to match preset 
quantitative characteristics has been achieved in to-
day’s illumination practice, but designing to preset 
quality characteristics is and idea not as developed 

for today’s lighting community. Besides, current-
ly formulated quality characteristics have some 
key disadvantages. In a real engineering practice, 
a quality indicator is only expressed when calcula-
ting an integrated discomfort index UGR. If at the 
beginning of II simulation methods and software 
development, such a situation was natural, with the 
emergence of new methods [1] of the global illumi-
nation equation (GIE) simulation [2], totally new 
opportunities arise, not just for illuminance distri-
bution calculation in a diff use approximation but 
for the calculation of spatial-angular luminance 
distribution.

This allows to once again raise the question of an 
illumination quality index and of II design accor-
ding to preset quality indices.

2. SIMULATION OF SPATIAL-ANGULAR 

LUMINANCE DISTRIBUTION USING 

LOCAL EVALUATIONS OF MONTE-

CARLO METHOD

Modern lighting practice and normalized stan-
dards have grown out of the possibility to simulate 
illuminance taking into account multiple refl ections, 
and out of the possibility to simulate luminance for 
direct light only without accounting for refl ections. 
Based on this assumption, only in external illumina-
tion, and in particular in architectural and road illu-
mination, the luminance characteristic as perceived 
by the human eye is normalised. One should no-
tice that the DIALux and Relux programs general-
ly used for II design, simulate illuminance distribu-
tion in the diff use approximation.
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With such an approach, the fi nite elements me-
thod simulates the luminous emittance equation [9], 
which is a GIE consequence [2] in the diffuse 
approximation.

GIE is an integral equation of the second kind
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where ˆ( , )L r l  is luminance in r point in direction l̂ , 
ˆ ˆ( ; , ) r l l  is bidirectional refl ection function (refl ec-

tion or transmission), L0 is direct luminance compo-
nent, directly from sources, N̂  is normal in r point 
to a scene surface element.

It should be noted that at present, a new soft-
ware product DIALux Evo, the cornerstone of which 
is the GIE simulation based on photon cards [10], 
and this fact allows simulating spatial-angular lu-
minance distribution. However DIALux Evo has not 
found its level in engineering practice yet.

Within this article, we propose to apply local 
evaluations of the Monte-Carlo method for GIE cal-
culation. The local evaluations method traces its 
roots to atomic physics [11] and continues its deve-
lopment in optics of the atmosphere and ocean [12]. 
GIE can be written down as a space integral and ex-
panded into Neumann series, every term of which 
can be represented as a certain multiple space inte-
gral. Each term of the latter can be approximately 
presented as a random node quadrature, i.e. Mon-
te-Carlo method.

After some transformations, the obtained expan-
sion can be written down as follows [1]:
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where 1 1 1 2 1 1
ˆ ˆ ˆ( , ), ( , , )i i i ip p r l r l r l are initial and 

transitional probability densities determining posi-
tion of random nodes [12].

As 2 1 1̂
ˆ( , , )i ip r l r l  is only determined by two 

sequential random nodes, the expression can be in-
terpreted as a Markov's chain. As a result of creat-
ing the Markov's chain, the transition nucleus for 
studied points ˆ,r l  at each chain stage can be esti-
mated. Accumulating the statistics will directly ob-
tain the luminance at preset points along the pre-
set directions [1]. Such an evaluation can be called 
a local evaluation similarly to evaluations in atmos-
pheric optics [12].

Let us formulate an algorithm of the local eva-
luation. In the fi rst stage, the studied points and di-
rections ˆ,r l  in a scene are recorded. Then a light 
source is randomly selected and an arbitrary direc-
tion of the ray output from the source is determined. 
Source sampling with a probability proportional 
to its luminous fl ux, and the choice of direction ac-
cording to the source of luminance distribution, or 
to the luminous intensity curve will be most eff ec-
tive. After this, the obtained ray is traced until cross-
ing with an object. Further, for each of the studied 
points, the GIE nucleus is calculated and the statis-
tics collected. After the statistics have been accu-
mulated, averaged and normalised, we directly ob-
tain luminance in the preset points along the preset 
directions. And in this method, a diff use-directed 
refl ection model can be used, for example, Phong’s 
model [13].

For the fi rst time, an algorithm similar to the lo-
cal evaluations, was formulated in [14] as applied 
to visualisation in computer graphics within a phe-
nomenological approach and was named Instant 
Radiosity. The absence of a strict mathematical ar-
gumentation for the computer graphics algorithm 
is not a disadvantage in most cases as the main ob-

Fig. 1. Example of visualization of the space-angular lu-
minance distribution by local estimates of the Monte Carlo 

method for the Cornell Boxes reference scene
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jective of this is a “photorealistic” visualization but 
not exact luminance values. As to the light engi-
neering component, the situation diff erent: it is im-
portant here to have unbiased values of luminance 
for its analysis. The algorithm proposed in [14] was 
earlier considered in [11], and its mathematical ar-
gumentation is given in [1]. Fig. 1 shows an exam-
ple of luminance distribution calculation in the Cor-
nell Boxes master scene.

Thus, local evaluations allow simulating di-
rect luminance in a preset point and along a preset 
direction.

Knowing luminance distribution at each point 
of the illumination scene, one can calculate any 
characteristic of the light field. Most interesting 
is the calculation of a value characterising illumi-
nation quality according to a preset level of visual 
work, and corresponding to the ideas of light de-
sign for scene illumination. Deriving such 
a criterion would allow computerising the optimi-
sation of the lighting installation calculation. Even 
better if the program prompts a set of optimum illu-
mination versions giving the designer a fi nal choice 
of the light environment in the scene.

2. CRITERION OF ILLUMINATION 

QUALITY

The results of our research allow distinguishing 
between several factors infl uencing visual discom-
fort, and hence illumination quality as a whole:

• spatial-angular luminance distribution;
• visual adaptation;
• spectral composition of the light source 

radiation;
• exposition time.
It follows from the experiments that the fi rst two 

factors have the most signifi cant impact, where-
as infl uence of the spectral composition of the light 
source radiation and of the exposition time require 
separate research.

There is no definition of illumination quality 
in the modern edition of the Dictionary of the Inter-
national Illumination Commission. Therefore, we 
propose our own: illumination can be considered 
high quality, if it increases visual working capacity 
of a person and does not interfere with compliting 
the tasks set within an illumination scene.

Current quantitative illumination characteristics 
are as a rule normalised as one digit. In an ideal sce-

nario, quality characteristics should be also normal-
ised as separate digits.

An objective was set for this research project: 
to formulate illumination quality evaluation as one 
integral value for an arbitrary illumination scene 
with a known luminance distribution for each point 
in space in each direction.

Discomfort is infl uenced by the relation of the 
source luminance to the background luminance [6], 
i.e. by contrast. And there is a contrast threshold, 
after which a feeling of discomfort appears. In our 
opinion, it is exactly the relationship of the contrast 
to the threshold exactly can serve as a criterion of il-
lumination quality. In the event of continuous a spa-
tial-angular luminance distribution over the illumi-
nation scene, a natural contrast generalisation is the 
relation of the luminance distribution gradient over 
the observation fi eld to an average luminance over 
the luminance fi eld. With an increase of the gra-
dient, a boundary between the glare source and 
the background becomes more circumscribed, and 
illumination quality decreases respectively. Fur-
ther, it can be assumed that a change in luminance 
direction does not infl uence illumination quality, 
and therefore we take into consideration an abso-
lute gradient value. Having selected a space point 
within the scene (room) and an observation direc-
tion, one can determine generalised contrast in the 
scene point:
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where ,x y  are co-ordinates of a point on the scene 
projection, L is luminance in the point of the obser-
vation direction, L  is average luminance over the 
vision fi eld, p(x, y) is a weight function accounting 
for various contributions to the eye’s reaction of the 
points located in the middle of the visual fi eld and 
on the periphery, because the density of cones 
is greatest at the visual axis [7].

Coordinates x, y in a synthesised image are di-
rectly connected with the sighting direction l̂  for 
spatial-angular luminance distribution ˆ( , )L r l  from 
when assigning a sighting point of the scene, or 
a specifi c point in light design, which is the same, as 
well as the camera focus of the scene visualization.



Light & Engineering Vol. 25, No. 4

27

In this regard, A can be interpreted as a visuali-
sation frame area, or as solid angle of the camera’s 
visual fi eld.

The distribution of cones over the retina can be 
considered proportional to 1/θ2, where θ is the an-
gle of sight [8]. Respectively, the added function p 
should be proportional to this value, or can be pre-
set in a tabular way, for example as shown in Fig. 2.

As Q, the criterion of illumination quality, we 
use generalised contrast K(x, y) weight-averaged 
over the fi eld (equation):

1 ( , ) ( , ) ,
thr

Q K x y p x y dxdy
AK

  (4)

where Kthr is the threshold contrast value.
It should be noted that in most practical light-

ing tasks, we are concerned with illumination not 
of the whole scene but only of some of its parts. 
So in indoor illumination, operation surfaces illu-
minance is normalized, but not illuminance of pas-
sages. When illuminating a sports ground, primari-
ly its playing fi eld should be illuminated. Moreover, 
designers often form areas of accenting illumina-
tion to create some light rhythm in the illumina-
tion of the scene. Thus one more additional weight 
coeffi  cient h (0 ≤ h (x, y) ≤ 1), should be introduced. 
This coeffi  cient takes into consideration lighting 
tasks, and it is equal to 1 in the working area and 
to 0 for points insignifi cant for illumination quality. 
Selection of coeffi  cient h (x, y) values corresponds 
to algorithms of fuzzy logics [15]. An example of h 
(x, y) coeffi  cient set is briefl y shown in Fig. 3.

Hence, expression for the quality criterion calcu-
lation will be as follows:

1 ( , ) ( , ) ( , ) .
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Q K x y p x y h x y dxdy
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The obtained expression can be used for the eva-
luation of illumination quality by one digit, if the 
evaluation is carried out by means of the software, 
when luminance distribution for all scene points 
is known in any direction.

It should be noted that the quality criterion un-
doubtedly needs an experimental calibration test, 
however in our opinion, there is no necessity of its 
ultraprecise determination: first, visual percep-
tion dispersion reaches scores of percents, and sec-
ondly, this criterion is only necessary for optimizing 
the choice of the illumination design model giving 
a fi nal decision the light designer.

3. EXPERIMENTAL DETERMINATION 

OF DISCOMFORT LUMINANCE 

AT THE COMFORT ‒  DISCOMFORT 

BOUNDARY

Illumination quality characteristics are directly 
connected with the observer determining feelings 
of comfort or discomfort. And the observer’s evalu-
ation is subjective and can change from one observ-
er to another in a very wide range. It is common-
ly supposed that discomfort glare is an unpleasant 
sensation in case of non-uniform luminance dis-
tribution or high level luminance in the visual fi ld 

ˆ( , ).L r l  The glare phenomenon makes diffi  cult read-
ing indications of devices. It degrades visibility 
of the observed objects and causes a premature fa-
tigue of the visual analyzer. In this respect, the add-
ed criterion Q allows estimating illumination dis-
comfort in a scene from a stable scenery spot but 
discomfort determination requires a study of Kthr. –  
characteristics of the human eyes threshold.

As part of this research, at the Light and Engi-
neering Chair of the Moscow Power Institute NRU, 
a study was conducted to estimate the discomfort 
sensation caused by a glare source in the observer’s 
fi eld of vision. Luckiesh and Guth’s experiment [3] 
from 1949 on fi nding a boundary value of the dis-
comfort glare was used as a basis for this experi-
ment,. During the experiment, dependences of this 
parameter on the main factors were revealed.

Within Luckiesh and Guth’s experiment, an ex-
panded visual fi eld of uniform luminance was si-

Fig. 2. Example of setting the weight coeffi  cient p for 
diff erent fi elds of view
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mulated using two-thirds of an 80-inch (2 m) pho-
tometric sphere with a lamp located near its centre 
to provide a uniform illuminance fi eld. Light sour-
ces were located behind round openings in the 
sphere surface. These openings were provided for 
sources of a bright light. The observer was located 
on a chair, so that his head was exactly in the cen-
tre of the sphere.

An evaluation of the glare sensation was made at 
a short-term emergence of the source in the observ-
er’s fi eld of vision under the condition of a uniform 
background luminance distribution. Background 
luminance was considered to be equal to adapta-
tion luminance. The experiment included cycles 
of three one-second “switched on” periods with in-
tervals equal to 1 between them with a subsequent 
fi ve-second pause between the cycles. The observ-
ers themselves determined the number of expe-
riment cycles sufficient for a luminance evalua-
tion in the visual fi eld at the border between comfort 
and discomfort (BCD).

In total, fi fty observers took part in the experi-
ment. They adjusted the initial luminance to deter-
mine their own BCD criterion.

In order to determine the discomfort glare bound-
ary value and its dependences on the main factors, 
Luckiesh and Guth performed one more series 
of experiments. In this series, background lumi-
nance values (1, 10 and 100 foot lambert (1 foot 
lambert = 10.764 lx)), angular size of the light 
source (in an interval from 0.0001 to 0.126 sr), and 
light source position were changed (in an interval 
from 0 to 100o relative to the vision line along ver-
tical, horizontal, and diagonal). Only ten observ-
ers participated in these experiments. The depen-
dence of BCD luminance dependence, location and 
number of glare sources in the observer fi eld of vi-
sion was also determined.

According to the results of the Luckiesh and 
Guth experiment, the BCD luminance value was 
equal to 3103 cd/m2, if adaptation luminance was –  
31.4cd/m2, and the light source diameter was equal 
to 3.76 cm. The light source was placed on the ob-
servers’ vision line at a distance of 1 m from the ob-
server. Fig. 4 shows BCD luminance value distribu-
tion depending on the observer number.

With pressing concerns for energy saving and 
energy effi  ciency, light emitting diodes and light-
ing devices based on LEDs become the main sour-
ces of light. Light emitting diode (LED) illumina-
tion is applied everywhere, and discomfort from 
glare of small size light sources is a topical prob-
lem [4].

Besides, the small size and various optical cha-
racteristics of LEDs and LED matrices allow simu-
lating glare light sources of any size and confi gura-
tion using imitation of light spots on a desktop, or 
blinding headlights of an oncoming vehicle.

For more advanced and modern studies of BCD 
luminance, an experimental installation was develo-
ped at the Lighting Engineering Chair of the Mos-

Fig. 3. Example of determining the weight coeffi  cient h, taking into account the lighting task

Fig, 4. Distribution of brightness values of the GCD (“stan-
dard BCD brightness”).
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cow Power Institute. As the base of the installation, 
a metal sheet painted with white powder paint was 
used. On this sheet, plates on which cards of LED’s 
various location were mounted. At the sheet centre, 
a round card with three LEDs of 0.3 W was placed. 
Around them, larger rectangular cards imitating 
glare light sources were mounted. Chromatic tem-
perature of the installed LEDs was equal to 5000 
K. Switching on the cards in various modes was 
performed from a control unit, by means of which 
light source luminous fl uxes could be adjusted. The 
experimental installation was located at a height 
of 0.75 m from the fl oor, so that the central card was 
at the observer’s eyes level. The experimental in-
stallation is shown in Fig. 5.

In process of developing and improving the ex-
perimental technique, a need to instal an opaque 
cloth for a greater light diffusion was revealed. 
In order to change the chromaticity towards a lower 
chromatic temperature, the LEE Filters 204 full C.T 
ORANGE fi lter was installed. And to simulate one 
light source of 3.76 cm diameter, a diff usion light 
fi lter was applied. General illumination and respec-
tively, background luminance indoors, was creat-
ed using six controlled built-in LED luminaires. 
The installation was controlled by means of tog-
gle-switches, and for each light source (composite or 
single-unit) its own switch was provided for. Cali-
bration of the experimental installation was made 
using luminance metre Konika Minolta LS-110.

To develop the discomfort scale, fi ve main Hop-
kinson’s criteria were used [5]: noticeable, accept-
able, uncomfortable, inconveniently and intolerable. 
In the process of training the sensation determina-
tion technique, it was revealed that the interpreta-
tion for the participants was unevident, and some 

criteria were determined as an interval of luminance 
values.

Therefore, after researching various scales, se-
lection of optimum easily understood defi nitions 
of each criterion, together with carrying out visual 
work during the experiment, the following scale 
of discomfort was selected: hardly noticeable; in-
diff erently; acceptable; uncomfortable; inconven-
iently; insuff erably.

Luminance of the glare source was fi rst adjust-
ed by the protocol administrator, then by the par-
ticipant using a built-in light controller. The exper-
iment’s results showed that when participants were 
adjusting luminance there was less data scatter-
ing in comparison with the adjustment made by the 
administrator.

As it is not possible to adjust general illumina-
tion in the classroom from 0 to 100 %, during the 
experiment background luminance (adaptation lu-
minance) was equal to 75 cd/m2. The observer was 
placed on a chair in front of the installation at a dis-
tance of 1 m from it. In total, 63 answers for each 
criterion were obtained. Looking at the experiment 
results, the discomfort luminance value of 3350 cd/
m2 was obtained, which was diff erent from the va-
lue obtained by Luckiesh and Guth by 300 cd/m2 
upward.

Such a difference in BCD luminance values 
was obtained due to some engineering limitations, 
because of which it was impossible to reproduce 
completely the Luckiesh and Guth’s experiment 
conditions in the experimental environment of the 
existing installation. The main reasons of the diff e-
rence in results are as follows:

• Background luminance in the MEI installa-
tion was almost twice as high as that declared in the 

Fig. 5. Experimental installation
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Luckiesh and Guth’s experiment: 75 and 34 cd/m2 
respectively;

• The assumed chromatic temperature of the 
thermal light sources used in the Luckiesh and 
Guth’s experiment (2700–3000 K) considerably dif-
fers from chromatic temperature of the LEDs used 
in the MEI installation (5000 K);

• In Luckiesh and Guth’s installation, one test 
light source was used, and in the MEI installation, 
light sources of diff erent sizes were formed using 
single-unit LED of various arrangements.

Based on the performed experiment, we have 
managed to determine that radiation chromatici-
ty infl uences the BCD luminance value. BCD lu-
minance also depends on a number and confi gu-
ration of glare light sources in the observer’s fi eld 
of vision. During the primary experiment, only 
three LEDs were merged into one (light source di-
ameter = 3.76 cm) at high luminance values corre-
sponding to painful (“intolerable”) sensations, and 
when BCD luminance determining, they could not 
been perceived by the eye as a source equivalent 
to one light source of a bigger diameter.

After the experimental installation was upgraded 
in response to the results of the initial study, all BCD 
dependences qualitatively coincided with the Luck-
iesh and Guth’s, which confi rms that the developed 
technique was correct. In our opinion, a numerical 
coincidence cannot be achieved: as it follows from 
the description of measured results, to achieve this it 
would have been necessary to completely reproduce 
their installation, but there were no need to do this.

The original study carried out all measurements 
using an incandescent lamp, whereas this experi-
ment used much more modern and current LED 
sources.

CONCLUSION

Through this research, a new integrated ap-
proach to the study and determination of a new 
illumination quality criterion is proposed, which 
is based on the spatial-angular luminance distribu-
tion. A transition from designing according to a pre-
set illuminance distribution, to designing accor-
ding to a preset quality is already an obvious trend. 
This transition has become possible due to the de-
velopment of the computer facilities and mathe-
matical methods of GIE simulation. As a result, 
it is impossible to formulate a new quality crite-
rion without experimental research because of the 

lack of a physically appropriate model of luminance 
perception by the human eye.

As a result of this study, an algorithm of lumi-
nance spatial-angular distribution calculation was 
proposed and implemented, taking into account 
multiple specular reflections, which is essen-
tial when determining discomfort in an illumina-
tion scene. An experimental installation for stud-
ying discomfort was created and the experiments 
performed by Luckiesh and Guth were replicated.

The proposed approach for the formula-
tion of a quality criterion based on an integral 
evaluation of spatial-angular luminance distribu-
tion is a good starting point to develop a program 
package of II design according to a preset illumina-
tion quality.
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